Multilingual Machine Translation for Code-Mixed Hinglish and Tanglish Sentences to English: Leveraging NMT for Informal Communication

**1. Introduction:**

In multilingual societies like India, informal conversations often contain code-mixing, especially in written digital communications such as text messages, social media posts, and emails. Code-mixing occurs when users combine two or more languages, particularly when a user is fluent in multiple languages but chooses to combine elements of each during communication. In India, this phenomenon is seen with several languages, but we’ll be focusing on Hindi and Tamil, which are frequently mixed with English. This leads to hybrid languages like Hinglish (Hindi-English) and Tanglish (Tamil-English), where Hindi or Tamil words are written in Roman script, combined with English words.

Despite this linguistic norm, machine translation systems often fail to handle code-mixed languages effectively, especially in informal chat-based settings where grammatical consistency is rare. The lack of training data and resources further exacerbates the issue.

This project aims to try, build, test and fine tune existing various neural machine translation (NMT) models capable of accurately translating code-mixed text in Hinglish and Tanglish into both pure Hindi, Tamil, and subsequently into English. We will compare various models such as mBART, mT5, IndicTrans2 for this task using existing corpora and introduce synthetic data generation methods to fill in the resource gaps if required.

**2. Motivation**

Given the rise of social media, informal chat systems, and texting as primary communication modes, there is an increasing need to develop machine translation systems that can handle real-world multilingual, code-mixed texts. A machine translation system capable of processing Hinglish and Tanglish effectively can enhance the overall user experience for multilingual communication platforms such as WhatsApp, Facebook Messenger, Twitter, and Instagram.

This system can find use in:

a. Chat translation tools for multilingual customer support.

b. Cross-language sentiment analysis and news aggregation in financial and social media.

c. Language learning applications that can switch between informal and formal contexts.

d. Conversational AI for generating and interpreting responses in code-mixed formats.

**3. Existing Work & Literature Review:**

Recent research has explored multilingual neural machine translation for low-resource languages, including methods for code-mixed data processing. Several notable contributions that align with our project are:

1. IndicTrans2 (AI4Bharat): A multilingual translation model designed specifically for Indian languages, focusing on improving performance for languages like Tamil and Hindi by leveraging shared linguistic structures.

2. Hinglish Translation Systems: Research from CALCS2021 and WMT2022 has demonstrated success in generating synthetic code-mixed data to train models for English-Hinglish translation. Methods such as backtranslation, bilingual embeddings, and curriculum learning have been used to improve performance in this paper.

3. Multimodal NMT for Dravidian Languages: Work by Chakravarthi et al. introduces phonetic transcription and multimodal features to improve translation for Dravidian languages. This shows significant promise for Tanglish, which lacks adequate translation resources (data).

4. Handling Code-Mixing in Low-Resource Languages: Researchers like Jawahar et al. (2021) have introduced methods such as curriculum learning and data augmentation to overcome the lack of labeled datasets.

These works provide a foundation for the project by showing how NMT models can be adapted for informal code-mixed translations using synthetic data, back transliteration, and pretrained and modified multilingual transformers like mBART and mT5.

**4. Project Outline:**

This project will address the following research questions:

How can we accurately translate Hinglish and Tanglish texts into formal Hindi, Tamil, and English using existing NMT and transliteration models?

How do code-mixed language translation challenges vary between high-resource (Hindi) and low-resource (Tamil) languages?

What improvements can be made through the introduction of synthetic code-mixed datasets and fine-tuning of multilingual models?

**5. Methodology:**

1. Data Collection & Preprocessing:

We’ll use publicly available datasets for Hinglish and Tamil-English parallel corpora from Samanantar, PHINC, IndicMT-Eval and make our own datasets by scraping code-mixed comments from YouTube, Instagram and other social media websites.

2. Building Model Pipeline:

The first half of the pipeline involves translating the code-mixed texts using transliteration models to get the proper native text. The second half involves converting the native text to proper English using popular neural language translation models. We will experiment with mBART, mT5, IndicTrans2, and other models in the second half for native text translations.

3. Model Training:

We train the selected models on Hinglish-to-Hindi/English and Tanglish-to-Tamil/English translations using parallel corpora and datasets obtained through web scraping. We fine-tune these models on synthetic code-mixed data using curriculum learning approaches.

4. Evaluation:

Performance will be evaluated using metrics such as BLEU, ROUGE, and METEOR scores. We’ll compare results across models to assess the impact of code-mixing on translation quality for these two languages. We will also analyze which combination of transliteration and translation models work best for Hindi and Tamil.

**6. Expected Challenges:**

Pre-processed Data Scarcity for Tamil: While Hindi-English has abundant resources, Tamil-English (Tanglish) translations face some data scarcity. We could address this using synthetic data generation methods.

Informal Language Variability: The informal nature of code-mixed chats may pose challenges due to inconsistent spelling and sentence structures that don’t follow strict grammar.

**7. Conclusion:**

This project will survey and test the development of machine translation systems for code-mixed languages, particularly for informal communication settings. By focusing on Hinglish and Tanglish, we aim to address a critical gap in multilingual NMT for low-resource languages, providing valuable insights into both synthetic data generation and model fine-tuning for other real-world applications.
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